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Summary

The following researches are done under the Grant No. AFOSR-

86-0048 during the year 1986-87.

(L)

(2)

(3)

Two new measures are proposed to identify influential sets
of observations at the design stage in view of prediction
and fitting. A relationship is established between one of
proposed measures and the Cook's measure at the inference
stage.

The problem of measuring dispersion effects at different
levels of factors in factorial experiment is very important
in quality control studies. Assuﬁing that for the fitted
model to the data +<hecre is no significant lack of fit, we
proposed three measures of dispersion effects at levels O
and 1 of factors in a 2m factorial experiment. All three of
them are relevant in replicated factorial experiments and
two of them are applicable to unreplicated factorial
experiments. We observe that the measures of dispersion
affects, based on residuals obtained by the least squares

fit of the model to the data, at levels 0 and | of a factor
are correlated {u most situations. We introduce a method of
adjusting residuals and then propose measures hased on
residuals and adjusted residuals.

This research is in progres,. Ve characterize designs which
enable us to measure and compare dispersion effects of

levein oo lac iia.  Wwe vulain Sume lwporcant results in this

area.
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1. Research Done

1.1 Two Methods of Identifying Influential Sets of Observations

The assessment of influence of a set of observations In the
analysis of data is important not nnly at the inference stage but also
at the planning (or design) stage. A set of observations under a
design is said to be influential if the set affects not only the
fitting of the mode; to the dafa but also the prediction in terms of
the 'fitted model. 1In the problem of identifying sets of t (a positive
integer) influential observations, we assume the underlying design is
robust against the unavailability of any t observations [Ghosh

(1979)]. To explain this concept we consider the standard linear

model
E(y) = X8, (1)
v(y) = 0’1, (2)
Rank X = p, (3)

where y (Nx1) is a vector of observations, X(Nxp) is a known matrix,
B(pxl) 1s a vector of fixed unknown parameters and 0% {s a constant
which may or may not be known. Let d be the underlying design
corresponding to y. The design d is assumed to be robust against the
unavailability of any t observations in the sense that the parameters
in B are still unbiasedly estimable when any t observations in y are
unavallable. There are (S) possible sets of t observations. The idea
ofl 1cbustness of designs against unavailability of data is fundamental
in measuring the influence of a set of observations. We measure the
influence of a set of t observations by assuming the observations in

the set unavailable and then assessing the model fitted with the

remalining (N-t) observations.
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First Method

We propose the first measure in terms of precise prediction of t
unavailable observations. A set of t observations is the most in-
fluential 1if the model fitted with the remaining (N-t) observations
doet the worst job in predicting v unavailable observations. We

denote the 1ith set of t observations in y by lﬁi); and the remaining

observations in y by li ), the corresponding submatrices of X by Xéi)

and Xi ); the resulting design when t observations in the ith set are
1) N
unavailable by d , i=l,...,(t). The least squares estimators of 8

under d and d(i) are -gd = (X'X)_lx'i and _B.d(i) =
(1) (iI)y-1, (i)' (1)
(x)77 %77) 7%y

1 . We write the fitted values of y under d and

(1) ) p
d as y, = xﬁd and Jy4) = XB Ba(L)e When t observations in the {ith

are unavailable, the predicted values of unavaflable observations

zé ) from avallable observations are the elements fin z(i) = gi)_d(i)
The rellability of these estimators can be judged by Vll;i)]
1 - ' .
= o2 X;i)(xii) X{i)) lxél) . The flrst measure of Influence of
1;1) 1s defined as
)y (1)
11[12 J = Trace V (L& ). (4)
. (1) N
The smallest value of 11(17 ), i=l,...,ft), for 1=u, indlcates that

the uth set of t observations {s the least {ufluentfal {n terms of

precise prediction of unavallable observatlions. On the otherhand the

largest value of 1 ( (t)' {fl,...,(r), for t=w, Indicates the wth set

of t observotions (s the most Influential.
We denote the {th observation in y by Ly and the {th row in X by

x', 1=1,...,H.
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Theorem 1 For any design ;:
_1 .

x, (X'X) "x ot

-2 i - =i -1

o1 (33 ) > ] T (5) =

teft oot} ¥ (XTX)7hxy 222

Il) ;

where the il""’it rows of X are rows of Xé‘ . 7
Theorem 2 If for a design, the individual observations are equally f
influential then 3
I)O?' i—

Lilyy) = (N-p) ° (6) f-:.

Theorem 3 1f for a design, the Individual observations are equally :;‘
influential, then i

2
(1) prt
[y ) LS. 7
P L2 2 () (7

3

L

From (6) and (7), we observe that for a design with equally

influential individual observations Il[léi)) ot Il(yi)'

R T T T
.'Iff'-'.f"-'/l'

-
I
.

AN
Second Method )
Y
o)
The vector of least squares fitted values of N observations is "
A
”
uncorrelated with a complete set of orthonormal linear function of y ]
with zero expectations. This fact implies the optimum property :
.:\.
"Minimum Variance”" of the vector of the least squares fitted value as =Y
an unbiased estimator of 1its expectation. Assuming a set of t ’
observations unavailable, the least squares fitted values of the
remaining (N-t) observations are correlated with a complete set of
’
orthonormal linear functions of l(le) with zero expectation and ~.q
h-,
therefore the covariance matrix is not a null matrix. Further the ﬁ
::,',
covariance matrix 1s away from the null matrix, the more influence has
the set of t observations on the least squares fitted values of the ~
remaining (N-t) observations. '.‘v:;
.‘:‘,.
-\ (]
L
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Let Z ((N-p)xN) be a matrix such that Rank Z = (N-p), ZX = 0 and »
A A f.;
ZZ' = I. It can be seen that Cov(y_d,Zl) = 0. This implies that Iy ;:
'
o
has the minimum variance within the class of all unbiased estimators :-';
- o
of E(Ld) under (1-3). When t observations are unavailable, the least A
(i) (1) ] ) o
squares fitted values are bA) = Xl Ed(i)' We denote the sub
matrices of Z corresponding to XEU and Xéi) by Zii) and Z;i). It ':'_‘.'.
“(1) _o 2 (D) () Ay ()T () t
follows that COV(XI y2y) = © [x (Xl X1 ] )(1 Zl ] The g
. I
further Cov(l(li),Zy_) is away from the null matrix, the more Y
Y
influential is the set of t observations 151). We thus have tLhe ::;
second measure of influence as .\
(1), _ 2 . (1) )
12(12 ) =g [Sum of Squares of elements in Cov(‘}i1 ,Zx)J. (8) :
The largest value of Iz(xéi)), for 1=w, indicates that the wth set of '_:i:
]
t observations is the most influential. The following results show :-'_..
some similarities between two measures of influence Ilfy_gi)) and '..’_:'.
(1) o
12[12 ) .i.
N o
Theorem 4 The followlng 1is true for i=l,...,ft}, -
( (1) (1), = vl (i)’:(i)\. -t
v Zl ¥, ! V‘Z2 Yy, (9) r
Theorem 5 The following is true. .
i , £)°(1 ,
szi‘g )) = Trace V(_Z; )Z.é )]. (10)
The equations (4), (8) and (l10) display the similarity between two N
(i), (1) ®
measures of influence Ilf‘y_z i and 12(12 ). Although the matrix Z is .:_:-
not unique, it can be checked that 12(121)] s untque for all choices "_
<
S
of the matrix Z. :::".
»
.\0::
"
o,
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Relationship with Cook's distance

Cook (1977) proposed a distance function between Iy and Xd(i),

popular as Cook's distance, at the inference stage as
(y vy )y =y )
Lo gy
b, = > ) (11)

P S
d

where (N-p)Si = (zﬁzd)'(xfzd). The Cook's distance D1 measures

the degree of influence of t observations in the ith set on the

estimation of B. The following result shows that the first measure of
(1)

inf luence 11(12 ) is in fact related to Di‘

Theorem 6 From (4) and (11), we have

2 i
E(p 5 Di] = II(J_E ). (12)

Examples are presented in Ghosh (1987) to 1llustrate applicability of

the two proposed methods.

References
Cook, R. D. (1977). Detection of influential observations in linear

regression. Technometrics, 22, 495-508.

Ghosh, S. (1979). On robustness of desligns agalnst {incomplete data,

Sankhya, B, Pts. 3 and 4, 204-208.

Ghosh, S. (1987)., On two methods of identifying influential sets of

observations. (Submitted to Statistics and Probability Letters.)
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. 1.2 Comparing Dispersion Effects At Various lLevels Of Facteors In Factorial ~
A Experiments.
-~
We consider a 2™ factorial experiment under a completely randomized f
design. Let T(nxm) be the design. The rows of T denote treatments and if
) -
. the columns denote factors. The design T is called an inner array for m "
; controlled factors. For various level combinations of noise factors j@
(outer array), we get replicated observations for every treatment in T N
(see Taguchi and Wu 1985). In the experiment, we take r (> 1) observa- };
tions for every treatment. The case r = 1 is called the unreplicated ex- t
: periment and the case r > | Is called the replicated experiment. Again, :i
for simplicity equal replication is considered for the replicated experi- iﬁ
¥
ment and the idea 1s easily extendable to unequal replications. Let yij
\ be the jth observation for the ith treatment, ;i be the mean of all -
observations for the treatment {, i=l,...,n and j=1,...r, and (N = nr) be ;}
) the total number of observations. The standard linear model for the 9
A R b
3 experimeant is ;
E(y) = X8, (1) '
A 2 -]
- V(y) = oI, (2) -
‘ Rank X = p, (3) -
where y(Nx1) i{s the vector of observations, B(pxl) {s the vector of .
factorial effects considered {n the experiment, X(Nxp) is a known matrix -
that depends on the design T and 02 fs an unknown constant. We denote
\ —1 Ke
H o= X(X'X) "X' and R = (I-%), The vectors Hy and Ry are the vector of n;
h least squares fitted valuvrae and the vector of residuals, respectively., “
g “~
b .
; The fitted values for all ohservations corresponding to the {th treatment
‘ ~ A
§ are identical and is denotred by K i=1,...,n. Suppose that for the >
'..-
~
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; fitted model to the data there is no significant lack of fit. The sum of f
. a r - .
_ squartes of error i{s SSE = [ X (yij—yiJ , the mean square of error is
X t=1 j=1 ,
MSE = (SSE/(N-p)), the sum of squares of pure error is SSPE = 4
“ n r ) :
L b [yij—;i) and the mean square of pure error is MSPE = y
h i=1 j=1
(SSPE/n(r-1)). Note that both MSY and MSPE are measures of error vari- =
P -
- ance ol. We now take MSE and MSPE as descriptive measures of noise. We j
: then express MSPL as the weighted average of (HSPE)l and (HSPE)O, where ﬂ
N (MSPE)U is called the contribution of the level u (u = 0,1) of the i
- N
3 factor to MSPE. We do the same for MSE. Different levels of a factor mav o
_‘ L
) .
N contribute differently to MSE and MSPE. In gencral the contributions of N
levels of a factor to noilse (measured by HSPE or MSE) are called the
) dispersion effects of levels of the factor.
: We take a single factor out of m factors and develop the methods of
Ed
X measuring dispersion effects at the level 0 and 1 of the chosen factor.
; We do not lntroduce any notation for the chosen factor. This is to keep
y our presentation uneat and c¢lean. We define for i=1,...,n,
b . : :
\ J 1 tf the level of the factor in the {ith treatment is 1, "
. 8y = ;
X 10 if the level of the factor {n the 1th treatment is 0. -
- ”
Let Dl (NxN) be a diagonal matrix with n sets of diagonal elements and .
-
f the elements 1in the {ith ({=1,...,,n) set are equal to 51. We define <
" = - - IS Yo = ¢ g : ;‘-
- DO I Dl' It can be seern that Yll0 0 aud hoth ”l and DO are 2
idempotent matrices. We have -
? R
L4 -~
; .
. .
LY "
1 .
. .
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SSE

SSPL =

The first set of measures of dispersion effe

are

at the levels 1 and 0,

\le have

MSFPE =

y' RD Ry+y RD Ry

1n r
X
1=1 j=I
n r
Iz
i=1 j=1

recpectively.

2 1t r
Gi(yi.-y Jor ot (e )(y
J i=1 j=1
2 n r
6i(ytj—» Je+ I

cts of levels of the factor

(4)
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Thus Si(l) and Sé(l) are regarded as (MSPE)[ and (MSPE)0 in the notation

of the previous section. If Si(l) > SS(I), we then say that the level O
of the factor has less contribution to MSPE and therefore would be
preferred to the level | in view orf stability against noise factors.

We denote Rank R D1 R = V1 and Rank R DO R = VO. We now present the

the second set of measures of dispersion effects of levels of the factor

as
S1(2) = (y' R D RY/V
2 ) = . ! JAY
S5(2) = (x' R D R YV, . (5)

at the levels 1 and 7, respectively. We have

v v
1 2 & 2
HSE = o —< -——=]87(2).
() 81+ Lgoy)sy
We now Investigate the situation where Si(l) = Si(?), u=20,l. In
ot"er words, we like to characterize designs for which ¥ ;i° We

denote the row of the matrix X corresponding to the treatment { by
li(lxp). Ncte that for each 1, 1=1,...,n, the :uw_éi is repeated r times
in X, Let X*(nxp) be a matrix whose ith row is éi' Notice that rows of
X* are infact distinct rows of X. UWe have X'X = r(X*'X*).

if and only 1if X*()(*')(*)_1 X*' = 1 .

Theorem 1. For i=1,...,n, ¥y = §i ]

Corollary. For n = p, we have Si(l) = 55(2), u = 0,1,

We thus observe that for designs with n p, two sets of measures are

identical. The class of desligns with n p includes the known Plackett

and Burman designs (see Plackett and Burman 1947). We however strongly

-
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feel that this class of designs is very weak in view of measuring o
dispersion effects, particularly for the condition that there 1is no o
4

significant lack of fit. L\
~

We denote -

Fa)

~ -""

o~
X': oo s y = vo e = y & F “oe ,lz eg. ’ -

Y0 ro Po1 Ry X
1 0 ¥o ’

where X, is the vector of ali observations corresponding to treatments
with 61 =u, u =0,1 for the chosen factor. Two vectors of residuals

T, y and ro y at the levels | and O of the factor are generally cor-

related under the model (1-3). We now present a vector of "adjusted

LN RS

residuals" at the level 0 of the factor, adjusted w.r.t. r, ¥ so that

it {s uncorrelated with T, Y- We denote LS
S /R Ry Rio1 =

rp = (...) , R11 = ( , ) , Rig = , .

r'}2 Riiz Ris Rio2 -

where Ry (VIXVIJ with its rank V), ry) (lerJJwith its rank V;. In '-
fact we have Ry)) = r“ril. We now write ,
r =r - R! R—1 r,, . (6) ‘::

Oa 0 101 It it )

It can be seen that Rank Coa = [(N—p)—vl] = V( (say) and furthermore,
a

Ja

- [ R . " 3 o 1"
Cov(rll Y f0a y) ) We call Tha L the vector of "adjusted residuals

at the level 0 of the factor, adjusted w.r,t. the residuals at the level

. _ <r()al )
Ua ’
Ja r()aZ

1 of the factor. We denote

XA AR

s

e,

PRy

%y
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where t( . (VUaXN) with its rank V,_ . We now have the sum of squares of Et
the sets of linear functions Ty L and r_ , ¥ [see Scheffe 1959] as ?
A
) , , -1 %
' ssleyy ) =w'eyy lepprgy ) e 2 -
-1 :
= 1yt ' -
ss(rOal X) L Tpaj [IOalrUalJ “0al L (7) -
with d.f. Vl and an’ respectively. We present the measures of B
dispersion and adjusted dispersion effects of levels of the factor .
D) -
! 2 “
, $1(3) = [ss(r11 y)/va], N
N ~
2 _ -3
Spa3) = [s8(rg, ylrvg, 1y (8) >
at the levels | and 0 (adjusted for level 1), respectively. We have i\
“w
\Y Y N
1 2 Oa 2 N
1SE = | = —= + | ——— (3. .
MS (( —p)> 513 ((N—p)) 50at 9 2
Following the above approach we find the vector rl y of adjusted L
a -
r
. residuals at the level | of the factor adjusted w.r.t. Ty X so that {t is 2
f‘
uncorrelated with Ly L Let rlal(vlaxN) be a submatrix of Tia such that ;
= = 1 £,
Rank Tat Rank Tla Vla’ rUI(JOXN) be a submatrix of Ty with Rank o1 -
: - Rank ig = VU' We again present the measures of dispersion and adjusted :f
dispersion effects of levels of the factor .
2
= v .
; S1a¢3 = Issley wliv ] .
- 2 t
y = ) 0 ..
; 599 = [ssleg) ) ] (10)
at the levels 1 (adjusted for the level 0) and O, respectively. We have
Vla 2 VU 2 Si
SE ={+—] S +|{+——] S N-p) = V. + V. =V +V (1l -
: (N-p) bla(}) <(N-p) 0(3) » (8=p) la 0 1 Ua () -
Theorem 2. The following results are true. ;
n n -
. I 4 - v > L -8 - , 3
feov o Ja-nev o (8 (=8 ) (-1
t=1 t=1 -
"
Iy
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X
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) -,
! 4
. 5 n ) -
% . v ¥ - ®,
. it 1251, > (51)(1' s (), 3
. i=1 "
«
[} 2 1 :‘
ViaS0at3) >{t (1-8 ))(r 1)s (n -,
i=1 N
b n -
: 2 -
. iti. £ v _=( 268 )(-1) then S°_(3) = S (1) , A
v la . i ia 1 )
. i=1 2
n 3
tve 1f Vo= (T (1-6))(r-1) then s (B = s (D). P
: ! 3
) )
: We now study the measures in two extreme situations: (1) r y and i’
Ty y are uncorrelated, i.e., RlO =0, (i) rl y and ry L are completely R
correlated, i.c., Tyl = D 1 for some matrix 0. :u
¥ Theorem 3. Consider the situation RIO = (., Then Si(3) = 85(2) = 823(3), 4
‘: U=O,l. r
Theorem 4. 1 =D he 1 =0, v = s :
eorem f rUl rll then we have rOa v Voa 0 and S(roalz) X
LY
: = 0. ;
Theorem 3 tells that in case Rjg = 0 there is no need for the adjustment b
’ of residuals. Theorem 4 tells that in case Ty y'1s linearly dependent on .
3 dependent on rx then the level 1 of the factor makes all contribution
to SSE and the level 0 does not make any additional contribution to SSE. :3
In case VOa = yla = U, we have VO = V1 = (N-p), rol =D rl1 and D is L
v
nonsingular. This is a situatlon where the levels 0 and | have equal h
) dispersion effects because of the design influence. It follows from S
] Theorem 2 that for r > 1, VU and Vl are both nonzero. (We assume K
naturally that there is at least one 61 = ] and at least one (1—61)= 1.) -
3 For the case r =1, at least one of VU1 and V could be zero or both of .

\ them could be nonzero. We now consider the important situation when
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both VOa and Vla are nonzero. If 51(3) > Maximum (SO(B), Soa(B)), then

the level O of the factor has an advantage edge over the level l. On the
other hand if Si(3) < Minimum[Sg(B), 833(3)), the level 1 of the factor
is superior to the level O in terms of smaller dispersion effects.

We now state some properties of the descriptive measures proposed in
Section 3 under the model (1-3). We first observe that the measures
Si(l) and Sé(l) do not depend on the fitted model and all other measures
depend on the fitted model. The measures Si(l) and Sé(l) are always
uncorrelated under the model (1-3). The measures Si(Z) and Sé(Z) may
however be correlated. Two sets of linear functions of observations D) R
y and Dp R y are uncorrelated if and only if Dy R Dg = 0. Therefore if D;

R Dy = 0 then S%(Z) and S%(Z) are uncorrelated. We have the
following results:

Theorem 5. Suppose y N(xg,ozl). A necessary and sufficient condition

that
'R D) R
(1) L 5 L n Central X% with d.f. = Trace Rits
g
"R Dy Ry
(2) 4§————5————~ n Central X° with d.f. = Trace Rog,
o

(3) and furthermore, (1) and (2) are statistically indepcndent,

is that Rjg = 0

i

Notice that Dy R Dg = 0 if and only if Rjg = 0. Moreover, Vi + Vg
(N-p) if Ryg = O and V| + Vg could be greater than (N-p) if Rjg # 0. We
question the use of estimators Sf(Z) and SS(Z) for comparison unless

Rig = 0. We of course realize that the condition Rjg =0 is too

stringent to satisfy even for one out of m factoers.
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Theorem 6. The following results are true.

/ol

n r n r

a. ¢ 18 (y,.-v)=1 1 (1-8)(y,.-y.) =0,
=1 g=1 DOHT gy g TR

b. 1f for the factor Ryjg = 0, then

x v 9

Canx?

b.l. Rj;} and Rpg are idempotent matrices,

b.2. (Xu_xu) = Ruu 4= 0,1,
b.3. X' R =0, u=20,1,

e
AR

W e et
L 'y

Y
e

n r ~ ~ n r - ~

bt L L Sy (y,.v,) =% £ (1-8)y,(y,,-y,) =o0.
T L A LA T

.l-‘ \ \A‘l s
o 2 L st

L
a

The measures Si(3) and S%l—u)a(J)’ u =01 are always uncorrelated.

(oL 1]
¥

The reason for adjusting residuals is to obtain uncorrelated dispersion

P
Ryt %
.

5

effects.
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2. Research in Progress

e

. . . : . : N
2.1 (Characterizations of Designs In Measuring Dispersion Effects R
%Y.
- . . Y
.n Factorial Experiments. Ry,
o

In the problem of comparison of dispersion effects at levels

0 and 1 of a factor, we observe that certain designs are very :}_

good and the other designs are not so good. Among orthogonal }:'

designs there are designs which do not serve any purpose but !ﬁ

I\J

there are orthogonal designs which are powerful. The balanced o)

. . : <]
designs can be chosen to be efficient for this purpose. Some .
&

results for which I am proud of, are obtained. As mentioned ',

before, this research is in progress, the details will come out }ﬂ

in the near future technical report. :3
3. New Discoveries !:
Two new measures are proposed to identify influential sets e

o

of observations at the design stage in view of prediction and '{j

fitting. In the problem of measuring dispersion effects at

PR
l‘-
s

different levels of factors in factorial experiment, a method of

s

‘-.h
o
adjusting residuals is introduced and then measures are proposed \:
y
»
based on residuals and adjusted residuals. o
4. Publications o
We present the list of published, accepted, and submitted ;ﬁ
H
papers under the Grant AFOSR-86-0048. D
=]
Ghosh, S. (1986). On a new graphical method of determining the o
S
connectedness in three dimensional designs. Sankhya, 48, ")
)
Ser. B, Pt. 2, . 20/7-215. ~
PP o
e
h
t
V‘.
]
S
V-.\"—_.g...~.~_.<~1_..7_--'... ‘-r_.-.\f\‘-'\r_..* A S R e T T Tt e T - S A SN L A S e N S IR




N g L S Sl * i~ " A AR R ’ A AR ML AL E g A RO
OV A Y A o ™ ™ ™ ™ p o ae N e PSRN 18 Do b ) RS % A N Y oW g8 {\
.
’v
]
-17- :
A
Ghosh, S. (1987). Influential nonnegligible parameters under the "~
)
search linear model. Commun. Statist. - Theory Meth., :
]
=
16¢(4), 1013-1025. o
.\'
Ghosh, S. and Zhang, X. D. (1986). Two new series of Search 3
designs for 3™ factorial experiments. (To appear in o
November 1987 issue of Utilitas Mathematica.) i:
Ghosh, §. (1986). Non-orthogonal designs for measuring dis- ;:
persion effects in sequential factor screening experiments n;
»
~
using search linear models. (To appear in Communications in w0
N
i\,
Statistics, Issue Al2, No. 10, 1987.) ';"
Ghosh, S. (1987). On two methods of identifying influential sets -;
\-J_
-
-ﬂ
of observations (Submitted to Statistics and Probability :r
VA
Letters.) >y
i
Ghosh, §. and Lagergren, E. (1987). Comparing dispersion effects i;
NS
at various levels of factors in factorial experiments. .
(Submitted to Technometrics.) ;"
o
5. Conferences Attended 7
'J':'
The following is a list of conferences I attended during the :iw
4{‘
year 1986-1987 (December 1986 - November 1987). N
(1) Conference on the analvsis of the unbalanced mixed model, ~$‘
-
April 6-10, 1987, University of Florida, Gainesville, e
Florida. i
(2) Foundations and philosophy of probability and statistics, An s
International Symposium in Honor of 1. J. Good, May 25-26, S

1987. Eastern Region Institute of Mathematical Statistics

meeting May 27-29. Virginia Tech., Blacksburg, VA.

~
"-f

R a . . R N L S
A AR ‘,.”",'I_'.f' 7+ "“J' ‘., f,_r.‘l._f._f' - g ¥ o . 2 '. ~ '. '.\-{ -\- .. ‘s X

e e e LT -"'-_ A
N AN AN M A NN



-18- o

o

Cy

.

BN

I presented the contributed paper "Two methods of identi- 5-:
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"Two new series of search designs for 3 factorial experi- g:ll
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oA

.

Mr. Xiao Di Zhang, completed his Ph.D work under my direc- A
tion in the Winter of 1987. The title of his thesis is "Search ;
“N

designs with applications to off-line quality control". Mr Eric N
i

S. Lagergren is working for his Ph.D. thesis under my direction e
in the area of measuring dispersjon effects. Mr. Hamid Namini is :-:::-‘
..bxl

-.-&\'-

working for his Ph.D. thesis under my direction in the area of S
.
NS

robustness of designs against the unavailability of data. Ms. Jo '.‘
Mahoney of UC, Irvine and Hughes Aircraft Company, is working for A
o
his Ph.D. thesis under my direction in the area of deleted ::.
l‘~’ 9

factorial designs in incomplete blocks. .
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